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Abstract—The paper proposes a new fast method for 

increasing the dynamic range of brightness of images projected 

onto an object and registered by an optoelectronic system. The 

influence of photon noise on the accuracy of brightness values 

determination is analyzed.  An algorithm realizing the increase 

of the dynamic range of brightness of images registered by the 

optoelectronic system is proposed. For this purpose, a three-

color RGB image is projected onto an object. Each channel 

contains encoded information about the brightness field in one 

of the selected modules of the residual class system.  An 

experimental validation of the proposed algorithm is carried 

out. The dynamic range extension up to 20 binary digits of 

digital image digitization is achieved. The speed of data 

processing was increased several times due to combining 

several test images into one and using a cascade scheme of their 

processing. 

Keywords—dynamic range, number of quantization levels, 

quantization error, photon noise, optoelectronic measuring 
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I. INTRODUCTION

Optoelectronic measuring systems have found wide 
application in modern science and technology [1-4]. Digital 
matrices for recording the intensity of optical images 
currently have a digitization capacity of about 8-14 bits. The 
error of phase measurements is limited, on the one hand, by 
the small dynamic range of the recorded optical images, and 
on the other hand, by the level of photon noise 
(oscillations of the light flux) that depends on it [5-6]. It was 
shown in [7] that the photon noise level is equal to the 
square root of the average intensity of the optical image. 
Thus, expanding the dynamic range leads to an increase 
in the level of photon noise. This leads to a decrease in 
the effective number of quantization levels of optical 
images by 1-2 or more binary digits. In [8], a method for 
increasing the dynamic range by recording several 
images with different optical shutter exposure times 
was considered. However, to significantly expand the 
dynamic range, this method requires recording a large 
number of images, which reduces the measurement 
speed. The purpose of the work is to modify the method 
of expanding the dynamic range when registering 
optical images from two or more images with a lower 
dynamic range, based on modular arithmetic proposed by 
the authors in [9]. 

II. THEORY

Let us consider the influence of photon noise depending 

on the image bit size (Fig. 1). The photon noise level for 8, 

16, 24 and 32-bit images was calculated by the following 

formula [7] 

b B∆ = , (1) 

here - b∆  is the photon noise level, and. B  is the brightness 

of the digital image. 

Fig. 1. Dependence of the photon noise level on the number of digits of a 
digital image. 

It follows from Fig. 1 that the expansion of the dynamic 
range of image brightness leads to an increase in photon 
noise. 

The presence of photon noise leads to inaccuracy in 
determining the true brightness value. Fig. 2 shows the 
dependence of the true brightness value determination error 
on the number of digits of the digital image. It follows from 
Fig. 1 that the expansion of the dynamic range of image 
brightness leads to an increase in photon noise. In the 
figures, the vertical axes are shown in logarithmic scale. 
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The presence of photon noise leads to inaccuracy in 
determining the true brightness value. Fig. 2 shows the 
dependence of the true brightness value determination error 
on the number of digits of the digital image. 

It is shown in [9] that extending the dynamic range of 
brightness requires solving a system of comparisons in 
residual classes [10] 

( )
( )

1

2

2 11 1

2 12 2

MB b n

M
B b n

 = + −


 = + −


, (2) 

here  - brightness of the digital image with a large number 
of digits,  b - brightness of the digital image with a small 

number of digits M , a n - ( ) ( )max 2 1MB − multiplier

defined as an integer from division. 

Fig. 2. Dependence of the brightness detection error on the number of 
digits of the digital image. 

Note that the maximum brightness level depends on the 
number of low-bit-rate digital images 

max( ) 1B M i

i

= −∏ . (3) 

So for two 8-bit images the maximum brightness at 

2511M =  and 2331M =  the maximum brightness is

max( ) 48740B =  . This corresponds to 14-bit digitization of 

the image for  these values will be, and 

the number of digits will reach 24 ( ). 

Mostly 8-bit digital cameras are used for digital image 
registration because of their relatively low cost. Therefore, in 
order to achieve large values of dynamic range extension, the 
number of registered images should be increased. However, 
this leads to an increase in measurement time. Here we 
consider the case when one combined three-color image is 
registered with 8-bit digitization. This approach is often used 
in projection image synthesis [11]. In this case, separating 
the color channels Red, Green and Blue we obtain: 

2111M = , 2332M = and 2513M = . Then the maximum

brightness is max( ) 12233990B = , and the number of digits 

reaches 24. Fig. 3 shows images of color channels and the 
resulting three-color image for linearly increasing brightness 

from zero to maximum brightness max( ) 16296073B = . 

Fig. 3. Color channels and the resulting three-color image. 

Let's note some peculiarities of using the combined three-
color image [10] to expand the dynamic range of brightness 
of the digital image. For better use of the dynamic range for 
8-bit digitization the amplitudes of each channel are in the 
range 0-255 in this case for correct solution of the system of 
equations (2) the image registered by the camera after 
channel separation should be numbered in accordance with 
the modules of the system of comparisons 

1
1 1

255

2
2 2

255

3
3 3

255

M
b

M
b

M
b

δ

δ

δ

=

=

=

. (4) 

Then the system of equations (2) will take the following 
form 

( )
( )
( )

1

2

3

2 11 1

2 12 2

2 13 3

M
B n

MB n

M
B n

δ

δ

δ

 = + −



= + −



= + −

. (5) 

Fig. 4 shows the graphical method of solving the system 
of equations (5). As can be seen from Fig. 4, the vertical 

section passing through the points 1δ , 2δ  and  3δ will

correspond to a single point, which will be the solution of the 
system (5). 

B

max( ) 16296073B =

max( ) 16296073B =
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Fig. 4. Graphical method of solving the system of equations (5). 

All possible solutions of the system (5) are conveniently 
represented as a set of tables (Fig.5). 

Fig. 5. Table of solutions of the system of equations (5). 

In fact, the solution of the system (5) is an algorithm for converting 

integers from the modular number system to the positional number 

system. To perform this operation, it is enough to select a cell from 

the pre-built three-dimensional table (Fig. 5), which is constructed 

by calculating the indices 1δ , 2δ  and 3δ  the sequentially

increasing linear function B . 

Below we present an algorithm that implements this approach: 

Step 1) set the values of the linear function in the partition 

[ ]0, , 11 2 3B M M M∈ −K .

Step 2) calculate the table indices iδ  as a deduction from the

modulo Mi  value of the function B

( )modB Mi iδ = . (6) 

Step 3. form a table of values B  corresponding to the indices iδ .

( ), ,1 2 3T Biδ δ δ = . (7) 

The required amount of memory for storing the table is defined as 

( )int log1 1 2 3 2 1 2 3N M M M M M M ≤ × × × × ×  . (8)

For example, for the selected modules of the system (5) we obtain 

8
3 10 bit1N ≈ ⋅ . It is possible to reduce the amount of required

memory at the expense of some decrease in the speed of the 

algorithm. Note that for positioning in the table ( ), ,1 2 3T δ δ δ  it

is enough to save only the first rows and columns for each 

dimension of the table ( ), ,1 2 3T δ δ δ

( ) ( )int log2 1 2 3 2 1 2 3N M M M M M M ≤ + + × × ×  . (9)

In this case, the gain amounted to 
4

1,76 101 2N Nη = = ⋅  times.

In the case of a multi-module comparison system, for example, 

only two tables of size ( )1 1 2T M M×  and 

( )( )2 1 2 3T M M M× ×  respectively can be generated for three

modules. 

Fig. 6. Cascade schame of construction of the three-module algorithm. 

Below are TABLE I and TABLE II corresponding to the tables 1T

and 2T  shown in Fig. 6 for the residual class system modules 3, 5

and 7 generated by the system of equations (5). Tables have 

dimensions ( )3 51T ×  and ( )( )3 5 15 72T × = ×  respectively

Here, the color highlights the ways to obtain a solution for 53B =

. For the brigthness 53B =  ( )53mod 3 21δ = = , and

( )53mod 5 32δ = = , then the deduction ( )53mod 15 8δ ′ = =

and deduction ( )53mod 7 41δ = = . The order of table

construction is given in more detail in the work of the authors [9]. 

TABLE I. DEDUCTIONS FOR MODULES 3AND 5 

TABLE II. DEDUCTIONS FOR MODULES 5AND 15 

1δ

3δ
2δ
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III. EXPEREMENTAL RESULTS

To test the performance of the proposed algorithm, a three-
color image of 4000x3000 pixels was synthesized using rule (4) 
(see Fig. 3). The image was projected onto a 1m×1m white screen 

by a Sony VPL - VW260ES projector from a distance of 1.5m. The 
optical axis of the projector was oriented perpendicular to the 
screen plane. The image compressed on the object was registered 
by a CANON EOS 600 camera at the same distance at an angle to 

the screen plane. Then a digital image with a large number of 
quantization equations was reconstructed by algorithm (6) - (9) 
(see Fig. 7). 

Fig. 7. Results of cyr image synthesis; (a) - without correction, (b) after 

correction. 

It follows from Fig. 7,a that the reconstructed image contains a 
large number of gross errors, which are caused by incorrect 
definition of deductions, since the photon noise level is greater 

than the difference between the elements of the first row and the 
first column of the deduction table (see Tables I and II). It is 
possible to increase the robustness of the algorithm to noise by 
limiting the maximum brightness range of the reconstructed image. 

In this case the diagonals are thinned and the difference between 
adjacent table elements increases. The greater the value of the 
limitation, the greater the distance between diagonals. Fig.7, b 
Shows the results of image restoration after limiting the maximum 
range to a value equal to . The obtained maximum range after 

correction is equal to 1.6×106, which corresponds to 20-bit 
quantization level. 

IV. CONCLUSIONS

An algorithm realizing this principle is proposed. The product 
of the modules determines the dynamic range of the represented 
values of the brightness field of the image. The influence of photon 
noise on the accuracy of determining the brightness values is 

analyzed. It is shown that increasing the dynamic range leads to an 
increase in the level of photon noise The cascade scheme of 
construction of the three-module algorithm is proposed, which 
allows to reduce the level of photon noise. Experimental 

verification of the proposed algorithm is carried out. It is 
established. That the level of photon noise of 8-bit quantization 

does not allow to use the whole range of brightness variation of the 
synthesized image. Correction of the algorithm parameters was 
performed. The maximum dynamic range of the brightness of the 
three-color image after correction was 1.6×106, which corresponds 

to the 20-bit quantization level. The speed of data processing is 
increased several times due to combining several test images into 
one image and using a cascade scheme of their processing. 
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