REMOVING THE INFLUENCE OF NONLINEAR DISTORTIONS IN THE METHODS USING PHASE SHIFT INTERFEROMETRY
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Abstract—The proposed method for analyzing 3D images is not sensitive to the distortion of the profile of the projected interference fringes. The implementation of the method involves obtaining a series of images with different phase shifts.
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INTRODUCTION

The Structured Light Interferometry method (SLI) is a triangulation method based on a three-dimensional (3-D) method for reconstructing the surface of a measured object [1]. The method is based on measuring the distortion of interference fringes in proportion to the profile of the surface relief, when they are observed at an angle to the projector. Figure 1 shows the principle of measuring the height profile.

Fig. 1. Projection method for measuring the relief.

The intensity recorded by the camera can be represented as follows

\[ I(x, y) = \alpha(x, y) \left( A_x + B_x \cos(2\pi f_y y + \phi(x, y)) \right), \]  

where \( (x, y) \) image coordinates and \( \alpha(x, y) \) surface reflection coefficient, \( A_x \) and \( B_x \) average brightness and amplitude of the bands, \( f_y \) - frequency of the projected sinusoidal array, \( \phi(x, y) \) the profile depth of the sinusoidal grid is proportional to the depth of the relief or the interference pattern of the phase [2]. The method allows to directly measuring the spatial coordinates of the relief of an object commensurable with the period of the projected lattice. As shown in Fig. 1, the height of the relief is described by the following
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\[ h = BC \cdot \left( \frac{L}{1 + BC/D} \right), \]

(2)

where \( BC = \beta (\varphi_n - \varphi_n - 2\pi N) \), \( \beta \) - geometric parameter, \( \varphi_n - \varphi_n = \varphi \) - phase difference in points A and B, \( \varphi \) - local phase corresponding to the fractional part of the phase of the general phase \( \Phi(x, y) \). To calculate the phase, the phase shift method [2] is used, in which a set of interferograms with different phase shifts is recorded:

\[ I_i(x, y) = \alpha(x, y) \left( A + B \cos(\varphi(x, y) + \delta \varphi) \right). \]

(3)

The phase shift \( \delta \varphi \) is formed by the spatial displacement of the image in proportion to the period of the sinusoidal bands T. The shift \( \delta \varphi \) of the grating for one period is equivalent to a phase shift equal to \( \delta \varphi_1 = 0 \), \( \delta \varphi_2 = 2\pi/3 \) and \( \delta \varphi_3 = 4\pi/3 \). For example, when the phase shifts are equal, and we get the following decoding formula

\[ \varphi = \arctan \left( \frac{I_3 - I_2}{3I_2 - 3I_3} \right). \]

(4)

The accuracy of this method depends on the profile of the projected bands, which usually has a sinusoidal shape. Gamma distortions [2] make the ideal sinusoidal waveform non-sinusoidal, as shown in Fig. 2 (top), so that as a result, their phase is distorted. Figure 1 (bottom) shows the shape of the distorted sinusoid in the frequency domain, where the highest pulse is the DC component, while the second highest pulse is the amplitude of the first harmonic, which is a component of the phase and is used in profilometry [3]

---

Fig. 2. Ideal and distorted (\( \gamma = 2.2 \)) sinusoidal wave (top), and the amplitude of the distorted sinusoidal wave in the frequency domain (bottom).

Under ideal conditions, the first-order harmonic is the only nonzero component in the Fourier domain, but if gamma distortions are present, higher-order harmonics appear [4]. To eliminate this effect, two approaches are used. In the first approach, it is assumed that the projected image is precompensated to the object by changing the hardware illumination table in
the projector (LUT) [5]. The accuracy of the phase compensation depends on the length of the LUT, since the measured data phase is related to interpolation in real time. Another approach is based on the use of gamma-ray model, which allows you to analytically describe the images perceived by the camera [6]. In addition, this problem is relevant both for structured radiation methods and for other measurement technologies using step-by-step phase shift [7-10]. The proposed algorithm of interferograms analysis allows eliminating the influence of gamma distortion on the measurement results.

**PROBLEM STATEMENT**

Taking into account gamma distortions, the intensity of the recorded image at the point is defined as [10]

\[
I'(x, y) = \left[ a(x, y) \left( A + B \cos(\varphi(x, y) + \delta \varphi) \right) \right] ,
\]

where \( \gamma \) - ratio of gamma distortion.

The non-linear characteristics (5) is usually approximated by a polynomial of \( n \) - degree

\[
I' = a_0 + a_1I + a_2I^2 + a_3I^3 + \ldots + a_{n-1}I^{n-1} + a_nI^n.
\]

(6)

Figure 3 shows a change in the interference band profile for gamma distortion.

Fig. 3. The transform of harmonic signal by nonlinear characteristics.

Substituting in (6) intensity expression (3) and performing trigonometric transformations we obtain

\[
I' = I_0 + I_1 \cos(\varphi + \Delta_1) + I_2 \cos(2\varphi + 2\Delta_1) + \ldots + I_n \cos(n\varphi + n\Delta_n).
\]

(7)

The expression (7) is a Fourier transform of the original sequence (5). Thus, the transform of harmonic signal by nonlinear characteristics of the resulting spectrum, the highest harmonic which is equal to the degree of the polynomial. It should be noted that the number of harmonics in this case is equal to the number of phase shifts in (3). The initial phase of the harmonics are related by
here \(k\) – harmonic number.

For a number of reasons, the direct application of the Fourier transform to calculate the first harmonic does not allow for high measurement accuracy. For example, the limitation of the spectrum and not multiplicity of the signal period leads to the appearance of Gibbs effect, which leads to the "plugging" of harmonics and, accordingly, to their distortion.

The aim of the work is to build an algorithm to avoid the use of Fourier transform in the calculation of the complex amplitude of the first harmonic.

**SOLUTION OF THE PROBLEM**

The main idea of the work is the choice of phase shifts, in which the influence of higher harmonics will be minimized. Figure 4 shows the phase shifts in which the effect of the third harmonic is minimized. Similarly, you can pick up phase shifts for other harmonics.

The study of the dependence of the number of harmonics on the value of the gamma distortion coefficient showed that if it is within 1-8, it is enough to take into account the first four harmonics. This condition corresponds to phase shifts \(\delta \phi_0 = 0\) and \(\delta \phi_0 = \pi\) – these phase shifts are compensated even harmonics. Phase shifts \(\delta \phi_3 = \pi/3\) and \(\delta \phi_3 = 5\pi/3\) compensates for the third harmonic.

![Fig. 4 Phase shifts minimizing the influence of the third harmonic.](image)

Substituting these phase shifts into expression (3), we obtain the following sequence of interferograms

\[
I_1 = A + B \cos(\phi + \delta \phi_0), \quad I_2 = A + B \cos(\phi + \delta \phi_1), \quad I_3 = A + B \cos(\phi + \delta \phi_2) \quad \text{and} \quad I_4 = A + B \cos(\phi + \delta \phi_3) .
\]

Combining interferograms (9) it is possible to obtain an expression defining the real part of the complex value of the first harmonic coefficients

\[
G_i = A + B \cos(\phi) = I_1 + \frac{1}{2}(I_1 - I_2) + \frac{1}{3}(I_1 - I_3) + \frac{1}{3}(I_4 - I_2) .
\]

To eliminate the constant component, it is necessary to form a similar sequence with a shift by half of the signal period and subtract it from the previously obtained harmonic value. This corresponds to phase shifts \(\delta \phi_4 = \pi\), \(\delta \phi_5 = 2\pi\) . Phase shifts \(\delta \phi_3 = 4\pi/3\) and \(\delta \phi_3 = 2\pi/3\) compensates for the third harmonic.
\[ G_2 = A - B \cos(\varphi) = I_s + \frac{1}{2}(I_s - I_n) + \frac{1}{3}(I_s - I_n) + \frac{1}{3}(I_s - I_n) \]  \hspace{1cm} (11)

Then

\[ \cdots \quad G = B \cos(\varphi) = \frac{1}{2}(G_s - G_2). \]  \hspace{1cm} (12)

Substituting expressions (9) and (10) into the expression (11) we finally obtain

\[ G = \frac{1}{6}(3I_s - I_2 + 2I_5 + 2I_6 - 3I_s + I_b - 2I_s - 2I_b). \]  \hspace{1cm} (13)

Similarly, you can get an expression for \( B \sin(\varphi) \). To do this, taking into account the known trigonometric equality \( \sin(\varphi) = \cos(\varphi + \pi/2) \), it is necessary to shift all phase shifts by an equal value \( \pi/2 \), i.e. \( \delta\varphi = \delta\varphi + \pi/2 \), to perform transformations (9) – (13) again. Thus, we obtain the formula for decoding interferograms

\[ \tan(\varphi) = \frac{B \sin(\varphi)}{B \cos(\varphi)} = \frac{3I_s - I_5 + 2(I_{1s} + I_{1e}) - 3I_{1s} + I_{1e} - 2(I_{1s} + 2I_{1e})}{3I_s - I_5 + 2(I_{1s} + I_{1e}) - 3I_s + I_{1e} - 2(I_5 + I_s)}. \]  \hspace{1cm} (14)

Note that some of the phase shifts in the numerator and denominator have the same values, i.e. in our case it is necessary to make not 16, but 12 phase shifts.

To test the developed algorithm, the phase is calculated by four-point algorithm (4), eleven-point algorithm with phase shifts multiple \( \pi/2 \) [11]

\[ \cdots \quad \tan(\varphi) = \frac{(I_5 - I_s) - 8(I_s - I_n) + 15(I_s - I_n)}{(4I_5 - I_{10}) + 12(I_s - I_n) + 16I_s}. \]  \hspace{1cm} (15)

and according to the proposed algorithm. The results of the calculations are shown in figures 5 and 6. Figure 5 shows the phase values. Here-a solid thin line corresponds to the algorithm (4), a solid bold line corresponds to the algorithm (15), and a dashed line corresponds to the proposed algorithm (14).

![Graph](image)

**Fig. 5. Comparison of algorithms (4), (14) and (15)**

Figure 6 shows the errors of each of these methods.
Fig. 6. The measurement error of phase due to distortion of the profile of interference fringes.

For the algorithm (4), the maximum absolute error of phase measurement was 0.512 rad., and for the algorithm (15) – 0.224 rad. The standard deviation (RMS) for the same algorithms was 0.055 and 0.017, respectively. Due to the special selection of phase shifts, the proposed algorithm (14) has errors at the level of sampling error of the original signal, i.e. it practically does not depend on the distortion of the interference fringes profile.

CONCLUSION

The algorithm of interferograms analysis (demodulation) in step-by-step phase shift methods is presented. The comparison of the proposed algorithm with the known algorithms, in particular, with multi-point algorithm (15). Due to the special selection of phase shifts, the proposed algorithm is resistant to interference fringe profile distortion in a wide range of gamma distortion coefficient values.
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INTRODUCTION

Nowadays, the reliability of rotor blades in gas turbine power plants is a topical issue. It is from their design and technological features that gas-dynamic properties of engines and the reliability of their operation fundamentally depend. The conditions in which the blades operate during the operation of the turbine can be described as severe. Moreover, the resource of turbine blades determines the reliability and resource of the entire engine.

When the turbine is operated on an airplane or in an electric power plant, the main cause of vibration in the blades is the gas-air flow, the properties depend on the design of engine, its characteristics, conditions and operation mode.

Stand-tests on fatigue strength of blades are carried out on vibro-stands, which, depending on the design and operating principle, are divided into electrodynamic, hydraulic, mechanical, electromagnetic, piezoelectric, magnetostrictive, resonance and others [5]. Electrodynamic vibration units have been and remain the most common in industrial tests. Among their advantages, which has led to their widespread use, include the following:

- Wide range of reproducible frequencies of table movement (more than 2000 Hz);
- Ability to achieve high speeds and accelerations (acceleration value can reach 1000 m / s²);
- Great flexibility in choosing the form of the control signal.

There are a number of methods for the numerical analysis of stresses in the estimation of multicycle fatigue of GTE blades [4], each has a certain set of positive qualities.

At the same time, because in the process of working properties and characteristics of the blades changed as a result of changes of temperature and speed of rotor rotation, the results of the solution of forced vibrations are always an approximation.