Optimization Software for Digital Holography in the Environment of CUDA

Guzhov V. I., Ilinykh S. P.
NSTU
+7 (912) 925-39-24, vigguzhov@gmail.com

Abstract—The paper deals with the development of software for digital holography in the environment of CUDA is optimized according to the criterion of execution time.
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Introduction
This paper discusses the use of GPU for scientific computing in digital holographic interferometry (CGI), which allows to significantly increase the computations lifetime performance [1, 2], through the use of graphics processors of NVidia Corporation. This was solved the optimization problem of the following stages of the GRC as discrete Fresnel transform, the suppression of the DC component and the removal of a valid image, the elimination of phase ambiguity, the elimination of speckle noise and other phases. The implementation steps of the algorithm implemented for the graphics card one of the last generations, Quadro 5000, which is optimized to perform operations using real numbers in single precision. The result of parallel implementation of the software (software) is significant (in the 1.5-15 times) decrease in the runtime of the algorithm recovery of digital holograms. The obtained results give the possibility of applying the algorithm for digital holographic interferometry real-time.

Problem Statement
As a result of analytical review and analysis of existing methods of holographic interferometry [7-23], it was found that the most effective they can be solved by using GPGPU technologies-CUDA method of digital holographic interferometry using Fresnel transform. After researching the capabilities of the CUDA Toolkit in version 7.5, as well as hardware architecture of CUDA for parallel implementation, it was decided to use such modules in the CUDA Toolkit, as cuFFT to perform discrete Fourier transforms and cuBLAS to perform basic linear algebra operations. Also used CUDA kernel functions based on the GPGPU.

Solution of the Problem
Code of the CUDA kernel is the cyclic shift matrix is presented in listings 1, 2. First, calculate the index of the current item using the available data on the sequence numbers of the block and the thread running this kernel. Then it calculates the indexes of the matrix elements that will be displaced. The final step is to exchange for these items. Cyclic shift is called for half of the elements of the matrix, thus, will be done N/2 exchange elements in parallel, where N is the number of elements in the matrix.

Listing 1. Code CUDA kernel cyclic shift matrix

```c
__global__ void MatrixHalfSizeCircularShiftKernel(cufftComplex *matrix, int size) {
    int index = blockDim.x * blockIdx.x + threadIdx.x;
    int source_i = index / size;
    int source_j = index % size;
    int destination_i = (source_i + (size / 2)) % size;
    int destination_j = (source_j + (size / 2)) % size;
    cufftComplex temp = matrix[destination_i * size + destination_j];
    matrix[destination_i * size + destination_j] = matrix[source_i * size + source_j];
    matrix[source_i * size + source_j] = temp;
}
```

Listing 2. A fragment of C++ code to call the CUDA kernel

```c
void MatrixCUDAUtils::MatrixHalfSizeCircularShiftInplace(cufftComplex* &matrix, int size) {
    int blocks_count = ((size * size) / 2) / THREADS_PER_BLOCK;
    MatrixHalfSizeCircularShiftKernel<<<blocks_count, THREADS_PER_BLOCK>>>(matrix, size);
    cudaError_t error_code = cudaGetLastError();
    if (error_code != cudaSuccess) {
        fprintf(stderr, "Failed to launch MatrixHalfSizeCircularShiftKernel kernel (error code %s)!
", cudaGetErrorString(error_code));
        exit(EXIT_FAILURE);
    }
}
```
Modern GPUs have high computing capabilities. This fact at the initial stage has generated considerable interest to use the GPU for General purpose computing instead of the CPU. Often GP with a large number of computing units the bottleneck is not bandwidth, computing units, and the width of the channel between the memory, CPU and GPU. Due to the large number of arithmetic logic unit (ALU) in the GPU sometimes it is impossible to put this amount of data to be processed, to avoid idle compute units. Thus, to explore the ways in which you can reduce the amount of traffic of memory needed for solving the problem [4].

The CUDA language makes available another kind of memory known as constant memory. From the name it is clear that this type of memory is used for data that is unchanged during the execution of the CUDA kernel.

There is a total of 64 KB constant memory on the GPU. Constant memory is cached, thus the constant appeal to memory is equivalent to reading from memory only if cache misses and otherwise this operation would be equivalent to reading from the constant cache [2].

For all threads in a half warp, reading from cache is as fast as reading from registers if all threads refer to the same address. Access streams to different locations within a half warp are consistent, thus, the complexity of this operation increases linearly with the increase in the number of different addresses that turn threads within the half warp.

In order to declare a variable in constant memory, use the keyword __constant__, as demonstrated in listing 3. Variables in constant memory declared in global scope, thus, the mechanism of Declaration of variables in the constant memory is equivalent to declaring a variable in shared memory.

The function cudaMemcpyToSymbol() is a special version of the function cudaMemcpy(), where is being copied from the device memory to const memory area of GP, an example of using this function in your software presented on listing 4.

Reading from constant memory can be built between the threads of one half of the warp, thus effectively reducing the total number of read operations. Because constant memory is cached, then the serial address to the same address will not increase the traffic between the unit and the device.

Constants, known at the time of compiling a program should be defined using preprocessor macros (listing 5). Using variables in constant memory of the device is justified in the case that it is definitely known that the values will not be changed during run-time kernel. If the number of constants is relatively small, and their values affect the branching when executing the kernel, then the best option could also be the use of templates CUDA cores, whereas the template parameter constants are used [6].

<table>
<thead>
<tr>
<th>Listing 3. A snippet of the description of the global space</th>
</tr>
</thead>
<tbody>
<tr>
<td>#define FACTOR_ARRAY_SIZE 2</td>
</tr>
<tr>
<td><strong>constant</strong> double device_factor[FACTOR_ARRAY_SIZE];</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Listing 4. A fragment of C++ code</th>
</tr>
</thead>
<tbody>
<tr>
<td>double host_factor[FACTOR_ARRAY_SIZE];</td>
</tr>
<tr>
<td>double host_factor[0] = -HOLO_PI * waveLength * z_distance;</td>
</tr>
<tr>
<td>double host_factor[1] = -wavenum * z_distance;</td>
</tr>
<tr>
<td>cudaMemcpyToSymbol(device_factor, host_factor, sizeof(double) * FACTOR_ARRAY_SIZE);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Listing 5. The fragment code CUDA kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>double var_real = cos(device_factor[0] * dist);</td>
</tr>
<tr>
<td>double var_img = sin(device_factor[1] * dist);</td>
</tr>
</tbody>
</table>

Library NVidia CUDA Fast Fourier Transform (cuFFT) provides a simple interface for computing the fast Fourier transform much faster than the CPU. Using hundreds of processor cores, NVidia GPUs, cuFFT delivers high-performance floating-point calculations to the GPU without the need to develop our own implementation of BFP on GP. Widely used in a variety of applications from computational physics to image processing and signal processing, cuFFT is an effective solution to calculate BFP for complex or real data sets. Library cuFFT uses algorithms based on the known algorithms of Cooley-Tukey and Bluestein, so you can be sure that they will be accurate results effective method [3].

Because in your method, you must perform the Fourier transform for a matrix of complex numbers, we will use a two-dimensional Fourier transform library cuFFT, the implementation of which is shown in listing 6.

At the initial stage is determined by the execution plan, you specify the transformation parameters. Next, memory is allocated on the GPU for the matrix, then is done by copying the matrix from the memory to the memory card and executes two-dimensional Fourier transform on the graphics card. At the final stage, the data is copied back into RAM.

<table>
<thead>
<tr>
<th>Listing 6. Implementation of the discrete Fourier transforms using cuFFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>cufftHandle plan2D;</td>
</tr>
<tr>
<td>cufftPlan2d(&amp;plan2D, size, size, CUFFT_C2C);</td>
</tr>
<tr>
<td>cufftComplex *device_CUDA_data;</td>
</tr>
<tr>
<td>checkCudaErrors(cudaMalloc((void**)&amp;device_CUDA_data, sizeof(cufftComplex) * size * size));</td>
</tr>
</tbody>
</table>
Typically, the threads can safely interact with each other only if they exist on one unit. It is technically possible interaction of flows with different blocks, but it is much more difficult, and this feature makes the code prone to a large number of errors in the program.

In this section, you write kernels, which safely and effectively interact with each other to find average value of array of real numbers. CUDA is also easy to compute statistical values such as standard deviation, average, minimum, maximum, etc., using methods similar to the following solution.

Discussed below is the method officially recommended way to perform reduction operations [5]. Because to solve the problem, the threads should share the memory, it is important to form the structure blocks of threads. Variables must divide 8 bytes x 256 threads / block = 2 KB per block. Since PM has only 16 KB of shared (share) memory, thus, it is appropriate to use 2 KB of shared memory. Moreover, the blocks will consist of 256 threads each, giving 256 x 1 x 1 configuration.

The code in listing 7 is a while loop in which each iteration the number of active threads is reduced by half. This reduction is a popular technique because it can be executed in parallel. Initially, the threads block consists of 256 threads, the first time the while loop executes, the flow of 0..127 will compare their average values with threads 128..255. The results will be stored in shared memory for indices 0..127. The next pass through the loop only threads 0..63 will be active, etc. It is necessary to note that, despite the fact that the majority of threads will be idle during the execution of the kernel, search the middle value of the array on the GPU remains much faster than the same operation performed on CPU [2].

You must also pay attention to the fact that the kernel calls the function __syncthreads(). This feature is a barrier for all threads within each block. It may seem that it will slow down the execution due to the fact that some threads will be idle, but it is absolutely necessary to synchronize flows. Without calling this function there is a race.

Listing 7. CUDA to retrieve the average of the array

```c
__global__ void getAverageKernel(double *array, double *avg_value)
{
    __shared__ double avg[THREADS_PER_BLOCK];
    int array_index = BLOCKS_PER_GRID_ROW * THREADS_PER_BLOCK * blockIdx.y + 256 * blockIdx.x + threadIdx.x;
    avg[threadIdx.x] = array[array_index];
    __syncthreads();
    int nTotalThreads = blockDim.x;
    while(nTotalThreads > 1) {
        int halfPoint = (nTotalThreads >> 1);
        if (threadIdx.x < halfPoint) {
            avg[threadIdx.x] += avg[threadIdx.x + halfPoint];
            avg[threadIdx.x] /= 2;
        } __syncthreads(); nTotalThreads = (nTotalThreads >> 1);
    }
    if (threadIdx.x == 0) {
        avg_value[BLOCKS_PER_GRID_ROW * blockIdx.y + blockIdx.x] = avg[0];
    }
}
```

CONCLUSION

The article describes the process of optimizing software for digital holography in the environment of CUDA. A parallel version of the algorithm is much faster for medium to large size holograms from 512 x 512 to 4096 x 4096. Compared to the sequential version, the execution time was reduced from eighteen months to fifteen times. The execution time of a parallel algorithm for holograms of small resolution is about a quarter of a second, making possible its application in real-time systems. The developed software was in the Fund of algorithms and programs of SB RAS [24].
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